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Introduction: The State in a Globalized Online World

The emergence of the internet is regarded as a driver and a prominent example of globalization, and it is said to be the best example of why the role of the state can be expected to shrink. Unlike traditional communication infrastructures, the transnational architecture of the data network is not bound to territorial borders, nor is it controlled by national and international authorities. The internet is governed by a combination of private, public-private, and public authorities. What is more, internet users enjoy considerably more freedom than they did in the old telephone network. This, as many have suggested, also leads to new forms of transnational self-governance that are both effective and legitimate. The internet therefore can be used as a most likely case for studying the transformation of the state under conditions of globalization.

The role of states in a globalizing world is an issue that has drawn growing attention in the social sciences. Shrinking borders,
 growing  cross-border interaction,
 and the rise of private authority in international affairs
 challenge the nation state. New forms of cooperation between the public and the private sector as well as new modes of self-regulation seem to indicate an organisational transformation of traditional statehood. At the same time, a shift of regulatory power to international or transnational regimes questions the spatial dimension of modern statehood. 

I want to contribute to this debate with empirical research on the changing role of the state in cyberspace. In the case study on data protection presented here, processes of privatization and transnationalisation have indeed taken place. However, contrary to what much of the theoretical literature suggests, the withdrawal of the nation state has not only slowed down, but might be reversed. There are signs that state intervention and regulation are coming back after a period of decline. Ironically, this is because of the weakness of transnational governance arrangements. The empirical findings suggest that transnational private data protection regimes struggle with compliance and legitimacy problems. Private regulation has proven to be less effective and successful than expected. Private policy arrangements also suffer from a lack of legitimacy – normatively and empirically. Private regulatory institutions fail to provide adequate forms of accountability, representation, and thus congruence between the rulers and the ruled. As a consequence, the state might now be returning to cyberspace in a new role as a legitimate and effective regulator.

It seems unlikely, though, that public authorities can go through periods of withdrawal without any change. We can expect the states to assume more political responsibility on the basis of still-evolving multi-stakeholder cooperation. In other words, states will play a more active role, but rather as “primi inter pares” or moderators than as sovereigns.

In the next part, I will briefly flesh out the theoretical assumptions based on the literature on privatization and internationalization, and will discuss how they are applied to the internet. In the main part, the findings of a case study on data protection will be presented. Four phases in the development of data protection regimes can be identified: 1) the phase of the classical interventionist nation-state in the 1970s; 2) the phase of internationalization in the 1980s and early 1990s; 3) the phase of privatization and self-regulation in the late 1990s; 4) the phase of the return of the state that has started around 2000. The most striking outcome is the recent and unexpected return of the state to the regulation of cyberspace. I will discuss this in the final section.

Assumptions: Globalization, the State, and the Internet

Spatial and organizational moves away from the State
The transformation of the state in the last decades can be understood as a two-dimensional movement: it has shifted organizationally and spatially. The organizational axis is located between privatization and nationalization; the spatial axis between regionalization and internationalization. Globalization is often described as a movement towards privatization and internationalization, eventually leading to more global transnational political spaces and institutions.

Much of the literature on globalization and on developments in law and regulation suggests a shrinking role of the state and a more prominent role of private actors in policy – the organizational dimension. This is based on two strands of research about the rise of the transnational global market and about the growing complexity of modern societies. The first assumption is that states cannot and should not regulate everything, especially not in economic affairs. Growing international trade in goods and services and an accompanying growth in foreign direct investment have led to an – at least perceived – increase in power of transnational corporations. These, in turn, are increasingly constructing their own regulatory institutions – as “private authority in international affairs”
 – that range from global standards bodies to transnational law firms and private trade law and judiciary institutions.
 Apart from that, the functional differentiation of modern societies is leading to a growing complexity and dynamic of societal subsystems, which also affects the role of the state. It can neither hope to keep up with all the latest developments in this area, nor can it acquire the expertise and information to effectively control them.
 The state therefore only has a chance to be successful in such an environment if it shares responsibilities, moderates between private interests, and delegates many forms of direct intervention in society, or of the production of public goods, to private actors. By now, privatization has reached even the core functions of the state on a scale not seen before, leading some scholars to speak of a “public management revolution”
 or of “private interest government”.
 This development has been labelled as a transformation from the “sovereign state” to the “negotiating state”.

Internationalization – the spatial dimension of globalization that is described by the second analytical axis – generally means a shift of regulatory powers from the nation-state towards international arenas and forums. In society, we are witnessing a thickening of societal transactions across national borders. Not only markets, but also communication and cultural spaces have become more globalized, as have the cross-border impacts of national economic policies and technological developments. More international cooperation is therefore also necessary to address truly international problems – which are becoming more endemic and nowadays range from climate protection to global terrorism and currency crises. The nation-state, in the wake of these developments, is somehow forced to cooperate internationally if it wants to have an impact at all and serve as a problem-solving institution for its citizens any longer. The European Union is the most prominent example of this, but the regulatory power of organizations like the WTO, the World Bank and others is also discussed broadly. While these international institutions are composed of nation-states, it is much harder for individual governments or parliaments to defect from internationally agreed rules once they are decided.
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Figure 1: Governance models in the organizational and spatial dimension

Globalization, the Internet - and the State?

Reflecting these general observations in globalization research, the internet should be a most likely case allowing us to observe changes, firstly in the spatial reach of policies, and secondly in the organizational type of public intervention. As a global space for all kinds of human interaction, it should exhibit the typical characteristics of globalized governance beyond the nation-state (spatial dimension). At the same time, it is mainly run by private and transnational companies, and its technical standards are developed by transnational bodies (organizational dimension).

The decentralized architecture of the internet was widely regarded in the late 1990s as a paradigmatic break with the prevailing organizational principles of modern infrastructures. Unlike telephone networks, which were designed by hierarchical forms of coordination in and between nation states, the internet seemed to be immune to any form of central steering. It is true that the core resources of the internet, like the root server for the domain-name system or the allocation of IP address ranges, are organized centrally. But normal usage is not affected by this, as routing and packet switching take place in a decentralized way. The design of TCP/IP, the technical standards that ensure the flow of information and data on the internet, was taken as evidence for the assumption that governments would not be able to control the net:

“The Internet is built on a simple suite of protocols – the basic TCP/IP suite (...) Like a daydreaming postal worker, the network simply moves the data and leaves interpretation of the data to the applications at either end. This minimalism in design is intentional. It reflects both a political decision about disabling control and a technological decision about the optimal network design.”

Because the internet crosses and to some extent ignores national borders,
 it undermines territorial forms of control. However, national sovereignty and the authority of law are based on territories and intact borders between them.
 In the view of many observers, this could only mean that cyberspace had to develop its own form of post-nation state control: 

“Global computer-based communications cut across territorial borders, creating a new realm of human activity and undermining the feasibility – and legitimacy – of applying laws based on geographic boundaries. While these electronic communications play havoc with geographic boundaries, a new boundary, made up of the screens and passwords that separate the virtual world from the 'real world' of atoms, emerges. This new boundary defines a distinct Cyberspace that needs and can create new law and legal institutions of its own.”

Consequently, the still emerging internet community discussed various scenarios of “nongovernmental governance” for the net
 that ranged from Barlow’s famous “Declaration of the Independence of Cyberspace”
 to articles on the “virtual state”
 that only plays a networking role and is not primarily based on its territory anymore.

The self-regulatory mainstream discourse on internet regulation in the 1990s was closely connected to an understanding of democracy based on direct participation and networked forms of community self-governance. Legitimacy in this view is more created by deliberation and participation than by models of traditional parliamentary (i.e., representative) democracy. These ideas were further elaborated by social scientists a bit later. They saw in the internet the first opportunity for an ideal discourse situation in Habermas’ sense that would also work in contexts of mass communication.
 Others considered the net an optimizing instrument for rule by voting, which would at the same time transcend representative democracy. Some scholars went as far as to suggest that with online voting, for the first time the direct rule of the people had become possible.
 This debate did not end with the burst of the dot-com bubble. Some years into the new millennium, we still find academic visions and findings of the “peer-production of Internet governance”,
 the emergence of “global civil constitutions” in cyberspace,
 or of cyberspace as a Habermasian “functioning example of discourse theory in action”.
 The transnational character of the internet in this debate was and is seen as challenging the idea of democracy in the two dimensions of our research project: Spatially, it de-coupled governance from the container of the nation-state, and organizationally, it made possible more direct forms of democracy that could “short-circuit” the long and diffuse chains of representation and compensate for the lesser influence of national parliaments. It therefore could serve as a new model for the production of legitimacy in global governance. 

Like all academic discussions or political visions, this one too has its critics. Already early on in this debate, they raised their voices against the “cyber-separatists”
. They viewed “reports of the imminent death of the state as greatly exaggerated”,
 and deconstructed the libertarian cyber-optimism as a new “Californian ideology”.
 There were two groups of scholars that still believed in a role of the state.
 According to the “traditionalists”, their opponents were overlooking that people and corporations acting online are still present in the physical space, and that the internet also depends and runs on a physical infrastructure comprised of cables, servers, and routers. As these are located in national territories, they can become subject to the state monopoly of force. Implementation of regulations and the enforcement of law on the internet might be more difficult, but not impossible. The “internationalists” were more concerned about the non-Cartesian characteristics of cyberspace, where physical distance is replaced by virtual distance, measured by the number of links separating two websites, and where “safe havens” – the proverbial server on the Antilles – can be used for escaping regulation while still providing worldwide services. Because of the global extension of cyberspace, the internationalists saw multilateral cooperation between states as necessary for functioning regulation. The proper medium for global governance of cyberspace therefore would be international law – still state-based and democratically legitimized, but with global reach.
 

The utopian vision of “cyberian” self-governance was also criticized on normative grounds by both traditionalists and internationalists. According to them, the proponents of non-state internet governance, who often see themselves as the true liberals or libertarians, give insufficient weight to the support extended by representative democracy for liberal ideals and greatly exaggerate the propensity of online communication for the support their visions of self-governance. Their claim that liberal “government” could emerge from individual non-hierarchical decision-making in cyberspace was also subject to many of the standard criticisms from the offline world, e.g. the need for countering discrimination, protecting privacy, and promoting a fair distribution of resources.

Much of this debate has still been theoretical. It has certainly helped us to arrive at a better understanding with regard to both the regulatory and the legitimacy aspects of internet governance. It has also clarified some political problems related to the emergence of the internet as a new virtual reality. What is needed, though, is a virtual reality check. This chapter sets out to contribute to this debate with empirical research on the role of the state in cyberspace.
 What kinds of privatized and internationalized governance can really be found on the internet ten years after its break-through as a mass medium, and which forms of legitimacy and legitimation have developed there? Reflecting the general observations in globalization research, the working hypothesis assumes that the internet's drive toward de-nationalization challenges the traditional form of national statehood. The internet is a “most likely case” for observing changes in the type of public intervention, in the spatial reach of policies, and in the generation of legitimacy. If effective and legitimate governance beyond the nation-state is not found on the internet, where else could it develop?

We can derive some possible ideal-type outcomes that we can expect after doing the empirical work. The zero-hypothesis would be no change at all, which would mean that the nation-state has never disappeared in the reality of the globalized online world. The opposite would be the hypothesis that “the internet changed everything”, implying that we had actually found modes of internationalized and privatized governance on the internet that are at the same time effective and legitimate, but derive their legitimacy from democratic models beyond the nation-state-based representative democracy. And of course we could find mixtures of the two, such as instances of effective transnational internet governance that is lacking legitimacy, or legitimate transnational internet governance that is not effective. In the organizational dimension, we may also find variations where internet governance is either more state-based or more privatized. Figure 2 shows the specific aspects of the governance models developed above and summarized in figure 2. Of interest here are the role of the state, the regulation model, and the basis of legitimacy. According to globalization and internet governance theory, we should expect a movement from the upper to the lower row over the last decades.
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Figure 2: governance models and their specific aspects

Findings: The Change of Data Protection Regulation

The Nation-State and the Birth of Data Protection Regulation in the 1970s

“Privacy” has been internationally regarded as a fundamental civil liberty since the 1940s. The Universal Declaration of Human Rights (1948) already had a paragraph on privacy. The 1950 Council of Europe’s Human Rights Convention included a similar clause, and even established a court for enforcement.
 The US has already had a judicial tradition of privacy protection since the 1890 seminal article by Samuel Warren and later Supreme Court judge Louis Brandeis, who coined the phrase of the “right to be let alone”.

These early privacy rules were originally intended as a protection against unreasonable police searches of private property or against an overly intrusive press. As a result of World War II and the experiences with the Nazi regime, people became more afraid of too much personal information in the hand of powerful government bureaucracies.
 This historical memory had a much bigger impact on European than on US privacy debates and mainly affected the framing of the first data protection laws in Europe, as US political culture has always had a more sceptical view of the government.
 

The use of computers for accounting and personnel management since the 1960s transformed the policy problem of limiting the compilation, access, and use of personal files from a purely bureaucratic task into a political-technological endeavour. Now, it became a matter of “informational privacy” (the US term) and “data protection” (in Europe).
 

“The first data-protection laws were enacted in response to the emergence of electronic data processing within government and large corporations.” 

The discussion on the “Big Brother state” was increasing at the same time.
 The rise of computer use and the special political situation in the late 1960s then led to enough public pressure to open policy windows. The first parliaments started to enact laws to protect personal information against unlimited use. The world’s first data protection law was enacted in the German state of Hesse in 1970. Shortly afterwards, Sweden (1973) and the US (1974) followed, as West Germany did on the federal level soon thereafter (1977); Denmark, Austria, France, Norway and Luxembourg (all 1978) also had privacy protection laws. Until the beginning of the 1980s, seven countries – all in Western Europe – had enacted data protection laws, and in the 1980s ten more followed, among them Israel, Japan, Canada, and Australia.
 In the 1990s, 22 more states from all continents joined the crowd, while a few more did so in the new millennium.
 The reasons for this general spread of privacy legislation are not the topic of this paper.
 We can keep in mind that there were some “waves” or “generations” of data protection legislation.

National Rules, Different Regulatory Models

In the spatial dimension, the first data protection laws in the 1970s were purely national endeavors. Though they were influenced by cross-border exchange among the expert community, significant national differences in the institutional design and the scope of protection can be found, and there was no international regime. A rough consensus was emerging internationally, though, with the Council of Europe’s ministerial resolutions 22 (1973) and 29 (1974) on the automatic processing of data as the first internationally agreed basic principles. But at that time, no body of international law or multilateral regime of data protection was in sight yet.
Organizationally, the regulatory model was mainly state-interventionist. This was linked closely to the specific technical structure of the problem. Computers at that time were mainframe computers in the hands of huge bureaucracies or corporations. The laws of the first generation were therefore aimed at the technical systems that stored and processed data. They set up registration or even licensing mechanisms for databases, they regulated access controls, and they were full of terms like “data”, “data file”, or “data record”. The technical systems then were envisioned as centralized large computer facilities that would be easy to control and supervise. 

“In other words: There were huge cabinets full of digitized data where before there had been huge cabinets full of files, but still, they were huge cabinets.”

The regulation model that followed was direct oversight, control, and intervention. All data protection laws had two things in common: They mandated the listing of all or most databases in a public register, and they all (with the US being the only exception) created independent regulatory agencies with far-reaching rights. Because of the obligation to register, these supervisory bodies or data protection commissioners had a good overview of the few, but large existing databases, and regular inspections ensured high compliance. Beyond that, there were different degrees of freedom for the agencies.
 The Swedish model had the greatest degree of delegation to the oversight agency, which could not only intervene in the design of the databases, but also was the only one that could fine wrongdoers, while in other countries, this was left to the courts. It was similarly adopted in Denmark, Norway, and France. The German model, on the other hand, tried to institutionalize some oversight function in the private sector. Companies with more than four employees processing personal data were mandated to create an internal independent data protection commissioner, whose job it was to ensure compliance with the rather broad principles of the data protection law. A similar model was adopted in the UK and later in Canada. The independent public data protection commissioners on the federal and state (Länder) level functioned more as ombudsmen and less as interventionist regulators, while still retaining an oversight function. The US model, adopted only in the US, was and still is limited in scope, as the Federal Privacy Act of 1974 only applies to the state processing of personal data. It also did not create an independent body, but instead relied on the courts for enforcement. This was done through tort claims for violation of one’s [own] personal data.
 Until today, data processing by US private enterprises is not regulated through an omnibus act, but only in a few sectors like health or financing. This is mainly due to the specific history of the Privacy Act
 and to the general aversion in the US against government intervention in the market and in the “free flow of information”.

High legitimacy of first-generation data protection laws

The legitimacy of national data protection legislation in the 1970s and early 1980s was as high as any other public law – maybe even higher. The parliamentarians who decided about the level and institutional design of data protection were elected by the national constituency whose personal data they wanted to protect. Transnational data flows were not really an issue then. The data, once it had entered a system, was to stay there. Transparency was also high: The parliaments had lengthy debates on the shape of the law; they held public hearings and wrestled with government departments and outside experts.
 The public was very interested in this topic then, and even the fictional horror stories in novels and movies like “2001 – A Space Odyssey” were an important part of forming a public opinion on these matters. It was clear to everybody involved that the citizens were afraid of the power of computers.

Compliance, or output legitimacy, was also good. The technical systems then were centralized large computer facilities that were easy to control and supervise. There were only a small number of databases in each country, and they were run by large corporations or by the government authorities. These also had the expertise and the resources to employ specialized internal data protection commissioners or to take care of the complicated processes for registering a database and complying with the data protection laws. 

International Coordination in the 1980s and Early 1990s
International Harmonization

The accelerated globalization of the economy in the 1980s created pressure against national sovereignty in data protection policy. On the one hand, more and more data was being transferred within transnational corporations; on the other hand, one of the official goals of international economic policy was (and is) free trade. Personal data, as soon as it was more widely available than before, also became a commodity.
 An expert group set up by the Council of Europe had stated the need for international regulatory harmonization as early as 1970:

“It was felt that common European norms were highly desirable because […] the computer medium was itself international in character.”

Many of the data protection laws of the 1970s prohibited transferring personal data to other countries under certain conditions. Usually, such conditions included a lack of adequate or comparable levels of legal and institutional data protection in the target country. This could become a problem for multinational corporations. The different laws often had different procedural instruments for regulating data protection, even though they would rest on the same set of basic principles. This could lead to difficult legal conflicts.

The objective soon became clear in forums like the Council of Europe and the EC Parliament: International harmonization of data protection was needed. The goal was not the protection of the citizens’ data (there were already many national laws for this), but to make data protection compatible with the increasingly internationalized or even globalized market. The driving force here was not a civil liberties perspective, but a functional view on privacy regulation. The European Parliament made this very clear. A 1979 resolution called for the 

“creation of a genuine common market in data-processing in which the free movement of goods and freedom to provide services are assured and competition is not distorted”.
 

The 1981 “Sieglerschmidt report” to the European Parliament explicitly asked for international market competition over personal data:

“Transborder competition in data banks and free data flow within the Community are possible only if data protection is harmonized.”
 

Several international documents that tried to harmonize international data protection were developed in the following years. The most binding international agreement for 15 years was the Council of Europe’s 1980 “Convention for the Protection of Individuals with Regard to Automatic Processing of Personal Data”. This “influential treaty”,
 which constitutes binding international law for its signatories, included regulations on transborder data flows and allowed restrictions on these if the data was to be transferred to a country with lower protection levels. Citizens could even sue their governments in the European Court of Human Rights if their country was a treaty member, but had not transposed its provisions into national law. The Council of Europe subsequently adopted a number of recommendations for implementing the convention in specific areas ranging from medical databases (1981) to privacy protection on the internet (1999)
. Here, we can clearly see that the globalization of data networks and information flows was a strong driver towards international law and multilateral agreements.

The OECD developed its 1980 “Guidelines on the Protection of Privacy and Transborder Flows of Personal Data” in close coordination with the council of Europe, in order to avoid further complications. The guidelines were preceded by fierce conflicts between the US and some European governments. The Europeans regarded the very low or (for the private sector) non-existing level of data protection in the US as unacceptable and as an attempt to globalize the dominance of the US computer industry with the buzz phrase “free flow of information”. The US, in turn, accused the Europeans of protectionism by means of data protection.
 The OECD guidelines were a compromise and already weakened the international commitment to states’ intervention into the private sector’s handling of data. They are not binding for the OECD member states in the same way as the Council of Europe’s convention is. On the other hand, the OECD has repeatedly and actively tried to make the private sector adopt them as industry guidelines and commit to their principles as well. International business associations like the International Chamber of Commerce have been constantly involved in the work of the OECD Committee for Information, Computer and Communications Policy.

The OECD followed up in 1985 with another declaration on “transborder data flows” that dealt with trade barriers, information-handling within transnational corporations, and related aspects of data protection, and envisioned better cooperation and harmonization.
 The organization has also developed a comprehensive “best practices” handbook, and later even developed an online privacy-statement generator,
 both of which were produced in order to help corporate data handlers be more conscious and transparent about what data they collect and how they use it. The OECD for a decade remained the only international organization with a reach beyond Europe that dealt with privacy and data protection. Only in 1990 did the UN General Assembly adopt the voluntary “Guidelines concerning computerized data files”, which had no follow-up mechanism and therefore no real impact.
 As we will see later, the OECD guidelines marked a transition away from the state-based laws of 1970s and the multilateral harmonization of the 1980s towards a more voluntary approach that relies on good corporate governance.

European Integration and Third-Party Rules

The European Parliament, as was mentioned above, had adopted several resolutions on data protection since 1975 and repeatedly urged the EC Commission to draft an EC directive for harmonizing national legislation. The commission was rather hesitant to become active in this field. It therefore only recommended that the member states join the Council of Europe’s convention. It was only in 1990, with the common European market approaching fast, that the Commission reacted and issued a draft data protection directive. This step was a surprise to many, as the EC was still seen as an economic community that did not deal with human rights issues. But the Commission used the same argument as the EC parliamentarians had: It referred to Article 100a of the EC treaty and presented its move as necessary for the functioning of the common European market.
 It took five more years of negotiations in Brussels and the Bangemann report on “Europe and the global information society”,
 which made the common European information space a top priority, before the directive 95/46/EC
 was enacted.

The EU data protection directive is unanimously described as “the most influential international policy instrument to date”.
 It contains regulations on the private and public sector use of personal data, applies to manual and automated data processing, prescribes permitted and prohibited uses of personal data as well as the rules on implementation and data protection commissioners, creates an advisory body on the European level (the “Article 29 Working Party”, consisting of the national commissioners), and gives considerable discretion to the commission for determining adequate levels of data protection, certifying industry codes of conduct, and issuing model contracts for data subcontractors. It was supplemented in 1997 by a special directive for privacy in the electronic communications sector
. Since the 1999 treaty of Amsterdam, the directive has also applied to data processing within the EU bureaucracy, which got its own data protection supervisor.

Directive 95/46 also contained, for the first time on the international level, binding regulation for data transfers to third-party countries. This feature made it have an impact far beyond the EU, and this is why we can speak of “globalization”, and not just “European integration”, in this context. EU member states are only allowed to approve data exports of personal data if there is an “adequate level of protection” in the recipient country. If there is no comparable legislation in place, the companies wanting to export the data can do so only if this is based on a contract with the company that receives the data, which also has to ensure adequate protection for further re-export. This clause has created significant adaptational pressure on third countries.
 The EU later also developed standard contract clauses for data exports.
 Unexpected help for this came from international trade regulation. The 1994 General Agreement on Trade in Services (GATS) mentions privacy, but as an exception from otherwise liberalized trade in services, including data services.
 This case of non-integration of world trade created a stronger role for national or supranational privacy regulations. By doing this, the WTO constrained other states’ ability to retaliate with other trade restrictions.

“In effect, the EU’s adequacy provisions are the de facto rules of the road for the increasingly global character of personal data processing activities, and have been a main focus of international attention, debate and controversy.” 

The EU directive also had an impact on the older international legal agreement on data protection, the Council of Europe convention from 1980. There were early concerns that the directive could collide with the convention and create legal problems for members of both the EU and the Council of Europe. This was avoided by adapting the convention to the EU directive. The Council of Europe allowed the EU to join its convention as a member in 1999, and an additional protocol in 2001 added two core features of the EU directive to the convention: The institution of independent data protection commissioners, and the mandatory restrictions on data transfers into third countries that lack an adequate level of protection.

Lower Legitimacy of Internationalized Data Protection Regulation

What is the democratic quality of the internationalized or supra-nationalized privacy regulation that emerged between 1980 and 1995? One finding is a shift away from directly elected decision-makers to the international level. This prolongs the representation chains, and it moves the discussion towards international diplomacy. At the time when these regulatory mechanisms were developed, international negotiations in general meant less transparency. Not even the national parliaments were involved directly in the process, much less consumer groups or the general public. The ministers negotiated behind closed doors, and the citizens and parliamentarians only found out about the outcome later. The European Parliament, in particular, had no real impact on the 1995 directive. It was mainly shaped by the struggle among influential governments in the European Council.
 European and US interest groups were voicing their concerns, but because of the deadlock in the Council of Ministers had no significant impact.

The third-party rules of the EU directive are a delicate case of democratic congruence. The data export conditions of the directive have had a direct impact on data processing actors outside of the EU. The EU because of its sheer size and economic weight is setting standards that can no longer be ignored outside its borders. The 1995 directive has already set the terms for data protection laws from Australia to Argentina. The citizens in these third-party countries never had a chance to participate (however indirectly) in the genesis of the regulation.

Looking at output legitimacy, the effectiveness of the EU directive is not too high.
 An intial commission evaluation of the reality of data protection – eight years after the adoption of the directive – found “reasons for serious concern”
 and “very patchy compliance”, as “the risks of getting caught seem low”.
 Slowly, Europe’s data protection commissioners have started to coordinate their work to improve EU-wide compliance. They have agreed to focus on specific business sectors at the same time, and they even try to coordinate and synchronize their inspections in the respective companies.

The Rise of Self-Regulation in the mid-1990s

The Internet and the Hegemony of the US Approach 

As early as the mid-1980s, when the personal computer hit the market, the use and processing of all kinds of data – including personal data – had finally increased to a volume that was beyond the reach of effective government oversight with traditional registrations and inspections. After the advent of the internet as a mass medium in the 1990s, this problem became even worse, because the trade and flow of personal data across borders was only a matter of seconds now. The adoption of the EU directive had been accelerated by the high-level report on the “European Information Society”, but its adoption came just a bit too early to reflect the internet breakthrough in the mid-1990s. Quickly afterwards, it became clear that new regulatory problems would arise. With the internet, the number and diversity of data-collecting agents increased dramatically; data on user behaviour online could be automatically collected through web servers even without the users filling in forms, and the transnational nature of cyberspace made it difficult to apply and enforce national laws. 

The EU tried to adapt the European legal approach to data protection, but with its slow policy processes had considerable problems following the internet’s dynamic. Its directive on privacy in telecommunications
 was adopted in December 1997, but only related to digital telephony (ISDN). The word “internet” did not appear a single time in the whole text. It took the EU five more years to replace it with the new directive on privacy in electronic communications in 2002
. From the beginning, the US government had followed a clear “hands-off”
 policy towards the internet in general and data protection in particular. Both sides, on the other hand, had a common interest in supporting the growth of the new global electronic marketplace. They were soon joined by the private sector in accepting that consumers’ trust in e-commerce would only grow if there were significant safeguards for personal data.
 The EU and its member states still wanted to ensure compliance with their data protection legislation, but were also driven by the economic optimism of the dot-com bubble, and viewed the dominance of US companies in the technological developments with envy. 

Because of the high technological dynamic and the multiplicity of users and developers of the internet, the ability of states to control this field seemed very limited anyway. The big corporations were still easy to control, but they also had the resources to fight what they regarded as overly intrusive government controls and prohibitions.
 Swire and Litan use the instructive metaphor of elephants and mice: Elephants – big corporations – are large and easy to spot, but they also have the ability to inflict considerable damage on their environment. The more complicated problem, though, are mice – the small companies that easily re-locate and are hard to control:

“The situation is far different for mice, which are small, nimble, and breed annoyingly quickly.”

Data protection therefore could only work if government oversight was combined with functioning self-regulation in the private sector. Therefore, the expert discussions as well as the political discourse on data protection in the mid-1990s focused on self-regulation and technical approaches. Interestingly enough, the EU directive with its third-party rules helped to create some dynamic in the US in this field. The Clinton administration was afraid the EU Commission could shut US companies out of the large European market for e-commerce, because the lack of comprehensive data protection legislation in the US could mean an “inadequacy” rating. Before the directive had to be implemented on the national levels in 1998, the US government therefore tried to convince the EU that self-regulation worked.
 At the same time, it also started pushing the private sector into seriously self-regulating data protection. Some parts of the administration, especially in the Federal Trade Commission, even threatened to adopt legal measures if self-regulation would not work quickly. Therefore, the self-regulatory instruments have been called “the Directive’s bastard offshoots”.

Mainly in the US, a number of codes of conduct were developed early on by different industry and trade associations, ranging from the Direct Marketing Association to the Associated Credit Bureaus. These sectoral codes
 have become quite popular in the last few years. Many of the self-regulating institutions award “privacy seals” to websites that publicly declare their adherence to the specific data protection standard. The most popular ones are TRUSTe and Better Business Bureau (BBB) Online. These mostly US-based certificate schemes are often less supportive of privacy than comparable EU legislation. For instance, for commercial marketing mails, opt-out instead of opt-in mechanisms are the norm. While seal providers have no way of taking action against companies that do not participate in these voluntary agreements, their reach has constantly grown,
 and compliance checks nowadays are better and partly automated. While not mandated by law, more and more US companies have created the position of a “Chief Privacy Officer”, who has broadly the same functions as the internal data protection commissioners in Europe.

Most of these instruments fit into the model of national self-regulation, as their prime users are US companies. But they were also developed on an international scale, the most prominent being the work of the International Commerce Exchange on a “Global Code of Conduct”
 and the Global Business Dialogue on electronic Commerce’s guidelines for “consumer confidence”.
 Other approaches included the use of private transnational law for model contracts on personal data flows in international commerce, and developments towards a data protection standard. The first real privacy standard was the Canadian “Model Code for the Protection of Personal Information” of 1992, which was officially recognized as a “National Standard of Canada” in 1996. The Japanese Standards Association in 1999 published the standard JIS Q 15001, which was modelled on the environmental management standard ISO 14001. On the international level, the International Standards Organization (ISO) in 1996 initiated a process for the development of an international standard after pressure from its Consumer Policy Committee, but because of heavy lobbying from US corporations and criticism from European data protection commissioners, has not been able to agree on a standard yet. The European standards body Comité Européen de Normalisation (CEN) has also been studying the feasibility of an international privacy standard.
 

The different self-regulatory instruments also can re-enforce each other, with one instrument referencing another, even across the different national, European, and international levels. A data-handling contract between a European and a Canadian company, for example, can reference the CSA model code and thereby comply with the EU directive’s regulation for the transborder flow of personal data. Nationally, standards can be used by government agencies that hire private contractors. And providers of national privacy seals can build on the guidelines developed by transnational industry associations and projects like the Global Business Dialogue on electronic Commerce.
This technologically driven move towards self-regulation converged with another development that had already started in the 1980s: The new legal and political concept of “informational self-determination” that the German constitutional court had developed in a landmark census ruling in 1983.
 Contrary to the first data protection laws that tried to regulate the technology, the new ones enacted in the 1980s gave the citizens a say in the process. “Informational self-determination” also reached further than just the collection of the data and included the control of the individual over all later stages of the processing and use of the data. But “self-determination” also meant that the consent of the individual could override default legal prohibitions against the use of personal data.
 

This development got a new boost with the internet. Initially, cyberspace was seen as a great place for user empowerment. In the early days of the internet, most of the netizens did not want the government to play a role in this new frontier territory. Even many privacy activists believed that they could not rely on the government for protection (instead, they still feared the Big Brother), but instead placed their trust in technology and mathematics. The invention of public-key cryptography
 and the publication of end-user tools like Pretty Good Privacy (PGP) furthered this mind-set. A whole plethora of so-called “privacy enhancing technologies” (PETs) have been developed since then, which include anonymising services, tools for automatically administering and deleting cookies, anonymous re-mailers, and many more.

The governments, on the other hand, took up this libertarian self-help approach. The Council of Europe 1999 recommendations for privacy on the internet read like a capitulation of state regulation:
“For Users: Remember that the Internet is not secure. However, different means exist and are being developed enabling you to improve the protection of your data. Therefore, use all available means to protect your data and communications.”

Low Legitimacy of Self-Help and Self-Regulation

Self-regulatory mechanisms are generally not representative. Elected representatives of the people are only indirectly involved through the different expert networks and professional communities, if at all. Some of these self-regulatory mechanisms have been developed with the participation of consumer and civil liberties groups.
 The internet also helped more NGOs and watchdog groups concerned about privacy to play an increasing role in international privacy policy. Their representatives are now routinely invited for presentations at the World Conference of Data Protection Commissioners or the OECD privacy meetings, and the more professional ones with international reach, like Privacy International, have been working closer with industry in the last few years. This participation of civil society is probably a general new feature of global and private governance, but it cannot replace the democratic quality of legislation by the elected representatives of the people. Neither does private-sector regulation fulfill the democratic criterion of congruence of the ruled and the rulers. As the guidelines are set up by business associations with arbitrary membership and a specific economic interest structure, the consumers or users are not necessarily a formal part of the regulation-setting process. The degree of transparency of the privatized regulation-setting processes is not very high, either. Unlike parliament decisions, the industry guidelines do not have to be developed under public observation or keep records of the discussions. On the other hand, they are not binding, so they need less input legitimacy. But at the same time, this creates the problem of defection, lowering their output legitimacy. The effectiveness of privatized data protection in cyberspace is low. Surveys routinely find a lack of privacy policy statements, and an overly broad tendency to collect all kinds of personal data that are not necessary for the online transaction in question. The 1999 Georgetown Internet Privacy Policy Survey concluded that collecting of personal data was the norm on commercial websites. At least one piece of personal information (name, e-mail, address) was collected by almost all (92.8 per cent) of the sites. Only 6.6 per cent of the sites collected no information, and one third (34.1 per cent) had no privacy policy at all.
 The OECD openly questioned the effectiveness of any of the official or self-governance instruments on the web: 
“[T]here is a marked discrepancy between the world of the various institutions and organizations that develop ideas and instruments for data protection on the one hand, and the world of Web sites on the other.” 

The existing mechanisms for an effective enforcement of these industry codes of conduct have repeatedly been called into question. The certifying companies depend on funding by their members, so tough measures against the ones who break the rules are unlikely. TRUSTe, for example, came under public pressure after it did not properly follow up on accusations against its member Microsoft.
 Around 2000, some well-published cases of misuse of personal information by companies like online marketing giant DoubleClick, the steady rise of spam and junk mail, security holes in customer databases, and a growing fear of credit card data being stolen on the net
 led to public pressure for more effective privacy protection on line. The users, according to a number of other surveys, are still not satisfied with the state of online data protection.
 A March 2004 EuroBarometer survey found that out of the 84 per cent of EU citizens who do not shop online, 25 per cent avoid this form of purchase because they do not trust the medium.

Hybrid Regulation and the Return of the State since 2000

Effectiveness and Legitimacy Problems

By the late 1990s, data protection regulation had a legitimacy problem. Input legitimacy, that is the democratic quality of privacy protection, was eroding, as more regulation had been shifted to the European, international, or private levels, and the participation of civil society or citizens was still limited to a few insiders and professional NGO workers. The hope of the 1980s and early 1990s had been that this democratic deficit could be outweighed by a higher effectiveness of these rules. Output legitimacy, though, was also quite low, especially in the field of online privacy. Comparably few corporations adhered to privacy protection standards, whether they were mandated by law or recommended by private organizations. Neither did the reality of privacy protection on the internet live up to the letters of international or private agreements, nor did it meet the users’ demands, expectations, or fears.

This lack of legitimacy was noted by many. The lack of consumer trust in privacy and other rights on the web were and are still perceived as major problems that stand in the way of a large-scale breakthrough of e-commerce. This was stated repeatedly in a number of national and international forums from 1997 on, from the White House to the EU, the OECD, and the World Summit on the Information Society.
 It led to a push by politicians as well as NGOs for a more prominent role of the state in privacy regulation. In the private sector, the growing complexity of overlapping national and state-level legislation, international guidelines, industry codes and self-regulatory mechanisms, contract law, and technical approaches created headaches for the corporate lawyers and chief privacy officers. They increasingly saw the need for a harmonization of these different instruments, functionally and spatially. This created a growing pull-factor in the private sector for a stronger role of the state, which could use its influence to set some common privacy baselines. 

Regulated Self-Regulation: The “Safe Harbor” Compromise

As the US does not have comprehensive data protection legislation for the private sector, there was a dilemma after the EU directive had been enacted: Either the EU Commission could have treated the US data protection regulation as “not adequate” and risked another transatlantic trade war, or it could have declared the limited self-regulatory instruments to be “adequate” and seriously damage the credibility of the whole directive. Of course, it did neither, but entered into discussions with the US government, eventually leading to a compromise.
 In July 2000, the EU Commission and the US Department of Commerce signed the “Safe Harbor” agreement. 

The “Safe Harbor” agreement can be regarded as a “hybrid” or “interface solution”
 because it is a combination of two different regulatory approaches: The European law-based and comprehensive privacy regulation and the US private sector-based and sectoral privacy regulation. Under Safe Harbor, the object of the important adequacy rating by the EU Commission is not a country anymore, but a single company. Therefore, the US could keep its data processing industry partly unregulated, and the EU could allow data transfers to US companies on the condition that they submit to the Safe Harbor principles. The mechanism is quite simple:

“The decision by U.S. organizations to enter the safe harbor is entirely voluntary. Organizations that decide to participate in the safe harbor must comply with the safe harbor's requirements and publicly declare that they do so.”

As of May 2006, 950 companies had entered the Safe Harbor.
 Due to the nature of the compromise, this agreement is weaker than the respective EU regulation. There is no possibility for EU citizens to legally insist on getting information about what is happening to their data in the US, or for European data protection commissioners to inspect the processing companies on the other side of the Atlantic. The European Parliament therefore strongly resisted the agreement, but because the assessment of “adequacy” according to the 1995 directive is delegated to the Commission, it could not do much against it. But the agreement still comes with public oversight and enforcement, because it used a general clause in US trade regulation. Companies that have joined Safe Harbor and are caught red-handed contravening it can be fined by the Federal Trade Commission for “unfair and deceptive trade practices”. There is also an arbitration procedure in cases of complaints, where the arbitrator can be chosen from either private providers like TRUSTe or public authorities like the EU data protection commissioners. 

The regulatory regime of Safe Harbor therefore consists of several layers: The EU sets the substantive data protection standards, the companies voluntarily commit to them, private or public bodies provide arbitration services, public enforcement is undertaken by a US agency, and the EU Commission still has the last word and can terminate the whole agreement if compliance or public oversight in the US do not work properly. Safe Harbor can therefore be seen as a hybrid arrangement that integrates transnational self-regulation on the one hand, and nation-state based and intergovernmental public regulation on the other hand, into a complex, layered regime.
The State’s Seal on Private Regulation Efforts

The EU Commission’s “adequacy” rating in a way corresponds to the work of rating agencies in the financial sector. Elsewhere in the data protection universe, states have also started to certify private instruments like technical standards, organizational procedures, or legal arrangements. The Canadian “Model Code for the Protection of Personal Information”, for example, is a model in a twofold sense: A model for good privacy practices, and a model for an incrementally growing role of the state. The code had been developed since 1992 by trade associations and consumer organizations together with the Canadian government and the Canadian Standards Association (CSA). It was officially recognized (“rated”) as a “National Standard of Canada” in 1996. Organizations that voluntarily adopt the standard are then bound to mandatory quality controls by the CSA, comparable to the web privacy seals in the US. The model code even served as the basis for comprehensive privacy legislation for the private sector – the 2001 Personal Information Protection and Electronic Documents Act (PIPEDA).
 

The 1995 EU directive also contains options for state certification of private self-regulation instruments. These options had been conceived as exceptions that should be rarely used, but since the Safe Harbor breakthrough, even the European data protection commissioners have actively supported and promoted them. The basic idea is to let business associations develop codes of conduct for privacy, but to embed them in a legal framework and have them certified by public authorities. The data protection commissioners have a strong role here. The EU directive envisions consultations between them and the business associations on the national level for country-wide codes of conduct, and an examination by the group of national commissioners (the “Article 29 Working Party”) for EU-wide regulation. The European Union has recently started using this model of regulated self-regulation in order to certify global adherence within multinational corporations to its data protection standards. The procedure for this has already been harmonized among the EU data protection commissioners.
 In May 2005, DaimlerChrysler became the first corporation to be awarded a certificate that is valid in the whole EU from the French supervisory agency CNIL for its global Privacy Code of Conduct. Others, like General Electric, have since followed. The EU Commission, in its first report on the implementation of the 1995 Data Protection Directive in 2003, noted that “certification schemes play a crucial role”.

Several adaptations of this certified self-regulation have been developed on the national level. Under the reformed German Federal Data Protection Law of 2001, companies can submit their individual products or privacy policies to an official audit mechanism and thereby get a certificate and a seal of approval.
 Interest among German corporations for this official auditing is high, which is evidence of a greater trust in the state even in the private sector
. In the US, the 1998 Children’s Online Privacy Protection Act also introduced the possibility of an official certification of private privacy programmes by the FTC. Companies that have this certificate significantly reduce their risk of liability lawsuits if problems should arise. Because it fits into the US model of privacy protection through the courts, this certification could become a model for other sectors as well.

The State’s Regulation of Technological Design 

The internet is an infrastructure, but it also is a social space that enables and shapes online interactions between individuals and groups. Because all of these interactions take place in a technically mediated environment, the range of freedoms and individual options for behavior is also determined by the way the network architecture is built.
 The amount of personal data that is collected therefore depends on the design of the web servers, databases, browsers, and networks. If data protection is built into them, one can expect an extremely high level of compliance, as the “law of code” works with ex-ante enforcement. That differs significantly from the normal law or self-regulation based mechanisms, where enforcement can only be pursued after the fact. Therefore, data protection principles have to be applied in the early stages of computer systems design and development. The first country to make so-called “privacy impact assessments” (PIAs) mandatory for federal agencies and departments in exactly these early stages was Canada.
 The US, with its e-Government Act of 2002, has also begun to mandate privacy impact assessments for government databases in order to ensure compliance through the technology. All government agencies have to use the P3P standard (“Platform for Privacy Preferences Project”) developed by the World Wide Web Consortium, and provide a privacy notice on their websites. These privacy notices must notify the user as to which information is collected, why it is collected, with whom the information is shared, which “notice” is available to the individual, and how the information is secured.
 

Government use of these technological systems, standards, and protocols of data protection is, of course, not the same as regulation of the private sector, but it will help spread their adoption beyond the public sector. The large number of computers that the government can leverage can create the critical mass for their widespread adoption through network externalities, and their use by government organisations also functions as a seal of approval. The European Commission is also following this approach. In 2003, it stated that

“the use of appropriate technological measures is an essential complement to legal means and should be an integral part in any efforts to achieve a sufficient level of privacy protection.” 

These approaches are currently being developed into more comprehensive infrastructures under the label “Privacy and Identity Management” (PIM). They are expected to provide two features at the same time: A simple and user-friendly administration of online identities, as well as technological implementation and enforcement of data protection standards. It is not yet clear whether this will ultimately lead to better data protection or even to the end of anonymity on the net. Microsoft’s heavily criticized “Passport”/“.Net” programs with central databases are regarded as PIMs, as are other systems with decentralized online infrastructures that ensure far-reaching anonymity and pseudonymity (so-called “federated” PIMs). Complementing the P3P front-end standard that allows the user to control which data he gives to web sites, meta-data protocols are currently being developed to ensure that once personal data has entered the corporate data warehouses (back-end), it can only be processed according to the preferences of the person it belongs to. The Enterprise Privacy Authorization Language (EPAL), an example of such a privacy meta-data standard, is already in use at companies like eBay. The interesting part, again, is the role of public authorities in these technical design and standardization processes. Like P3P, EPAL was developed in close cooperation with official data protection commissioners.
 The EU has also funded a large part of the P3P development and is currently financing several PIM projects within its 6th Framework Research Programme.

The state, it seems, is again starting to focus on the technological design of computers and networks and relying less on the users’ self-help or industry self-regulation. Microsoft’s “Passport” program, which was redesigned after EU interventions, is a good example of how the EU is now influencing global technical developments – and thereby global data protection compliance.

Legal Enforcement

The call for government regulation of private-sector privacy policies and behaviour has been growing constantly in the past few years. The FTC itself, in its 2000 report on online profiling – to the surprise of many – viewed legislation as being necessary to complement industry initiatives:

“Self-regulation cannot address recalcitrant and bad actors, new entrants to the market, and drop-outs from the self-regulatory program […]; only legislation can guarantee that notice and choice are always provided in the place and at the time consumers need them.”

The FTC’s call was a clear sign that the “self-regulate, or else” approach, which has been a constant pattern in the US, is reaching its limits. The administration of US President George W. Bush has hesitated to adopt a comprehensive data protection law for the private sector, and since the attacks of 2001 is not known as a strong supporter of privacy protection in general, but Congress has seen a rising number of initiatives for data protection legislation since then.
 Several US states have already moved further and passed laws that protect data more comprehensively than current federal legislation.
 Even Microsoft has recently called for a comprehensive privacy law in the US.

Layered Regulation and Legitimacy in the New Millennium

We have seen that even in private-sector self-regulation, there is a growing interest in pulling the state “back in”, while on the other hand the failures of purely private sector regulation have created a push momentum from official agencies and politicians towards more state control and enforcement. Whether through public funding and promotion for privacy-enhancing technologies, government oversight over private seal mechanisms, officially certified auditing of privacy policies, or the recent US developments in favour of private sector regulation mandated by law, the state is acquiring a more prominent role again, especially if we consider the “hands-off” approach towards the internet that was prevalent ten years ago.

However, the difference in the organizational dimension, compared to the state-interventionist approach in the early years of privacy and data protection regulation, is the more prominent role of intermediaries. The state does not regulate big databases and computer centres directly as was the case in the 1970s and 1980s. At least since the rise of the personal computer and especially the internet, this option has no longer been feasible. Instead, the state is now trying to control or steer the standards and procedures set by the important agents. These intermediaries are trade associations that have their privacy codes of conduct certified, technology companies like Microsoft that develop identity-management infrastructures, standards organizations like the World Wide Web Consortium (for P3P and EPAL) or the Canadian Standards Association (for the Canadian Model Code), and consortiums that develop new infrastructural designs under an explicit mandate of the state, like the EU’s PIM projects. All this is happening under the “shadow of the law” (in the US) or even within a legal framework (in other OECD countries). Though an important part of it still is private sector self-regulation, the emerging layered data protection regime surely is not “governing without government”
 or the global self-governance of the internet community. The state’s efforts to regulate and certify private procedures, processes, and products more resembles what others have called “indirect regulation through procedural law”,
 “decentralized context control”,
 or the “audit society”.
 

Spatially, the new model differs from the old model of regulated self-regulation insofar as it has no clear national boundaries anymore. The goals – the principles of data protection or fair information practices – are harmonized internationally, mainly through multilateral efforts, with the EU directive being the core reference point. They are still implemented into laws with national reach– except in the US – and some of the state’s oversight functions and new certification schemes only apply nationally. But the rise of indirect regulation through the control of intermediaries means that national decisions have implications with potentially global reach. This is true for the certification of corporate binding rules (the DaimlerChrysler Privacy Code of Conduct has been certified by the French CNIL agency, is automatically accepted throughout the EU, and applies to all of the corporation’s data handling from Stuttgart to Bombay or Johannesburg), for the “Safe Harbor”-certified seal and arbitration programs like TRUSTe (which are now also being offered in Japan and other countries that are not part of Safe Harbor), and for the technical standards and systems that are designed by the W3C together with data protection commissioners, or by private enterprises like Microsoft that are under the scrutiny of the latter, or the EU Commission (both the W3C and Microsoft are standard-setters with global reach).

What about legitimacy then? In the organizational dimension, these new forms of regulated self-regulation (or better: transborder layered regulation) are certainly more representative than the international attempts of the 1980s or the industry-only approach that was dominant until the late 1990s. Especially if regulation is mandated by law or certified by national regulatory agencies, the underlying legitimacy is based on the directly elected parliaments. They are also more inclusive, as they are often developed in close cooperation with the respective stakeholders. This is also one aspect where the internet, combined with the perceived need to develop more public trust, has had an opening effect on the state’s regulatory efforts. Nowadays, many of these instruments are being developed together with, or at least under close observation of, the emerging international network of privacy activists and NGOs. But these are still highly specialized expert communities; and their links to the average citizen or even to grassroots-level public-interest groups are extremely weak. So far, even the now regular EU online consultation processes have seen no significant participation by people outside these global governance networks and epistemic communities. And in the end, it is the EU Commission that decides, no matter what arguments the stakeholders submit. The participatory hopes for direct online democracy or for the internet as the space of rational deliberation of the mid-1990s have not materialized, and the biggest mistake of their holders obviously was to forget that the power relations that exist in the offline world of political institutions do not go away just because of a new mass communication medium. Technical coordination of interfaces and standards in an open, inclusive, and transparent online process might still work in internet bodies like the IETF,
 but regulation always means there is somebody who has to make decisions against the will of others that are affected. In general, these new regulated self-regulation models of data protection are less intrusive that the interventionist model of the 1970s ands 1980s, as they give some freedom back to the regulated, who can – within the boundaries of the state-imposed principles of fair information practices – decide for themselves how to ensure data protection. On the other hand, they are more legitimate than the purely private self-regulation models of the dot-com era, as they ensure that the principles are set by democratically elected and accountable bodies.

In the spatial dimension, national standards and laws like the Canadian model code or the German certification scheme also ensure the congruence of those who set the rules and those who have to follow them. Congruence is less ensured for technological standards like P3P that are applied globally. Their adoption, like the use of other PIMs and PETs or most of the certification schemes, is voluntary for the private sector, but network effects and the important role of intermediaries can in the end make it difficult or impossible for most internet users (companies as well as consumers) to defect from them. The third-country provisions of the EU directive are most problematic in terms of congruence. They were originally only conceived to protect the data of EU citizens, even when it is processed abroad. If global corporations like DaimlerChrysler adhered to them by applying them in all of their subsidiary companies, this might be no problem, as there is no legitimacy rule that would prohibit DaimlerChrysler South Africa from adopting higher privacy standards than mandated by local law. But the sheer market power of the EU has already made several countries outside of Europe adopt data protection laws and prevented them from making their own decision by independent deliberation. For privacy promoters, this is certainly a good development, as it shows how globalization can lead to the raising of social standards instead of the often-feared race to the bottom. The normative democratic quality of these developments is less clear, and they reflect the global power relations between the OECD world and “the rest”. It is no coincidence that the US is the only country that has managed to negotiate a special agreement on transborder data flows with the EU, thus avoiding the need to change national legislation,
 and other countries, such as Australia, have already complained about this unequal treatment. 

Looking at output legitimacy, as most of the developments described here are very recent, it is too early to judge their effectiveness. In particular, approaches such as privacy impact assessments in the early stages of systems development, or the EU’s research funding for privacy enhancing technologies, will only play out in the mid-term. But they will probably have an impact. The states are no longer willing to tolerate every use of personal data on the online environment, and the big corporations seem to have learned their lessons in terms of winning or losing consumer trust. The growing problem of e-mail spam is adding to this development. It has already been the subject of UN discussions, and even under the lax CAN-SPAM act of 2003,
 the first big court cases have been brought against spammers in the US.

Conclusion: The Return of the State in a Different Shape

In this chapter, I have presented a case study intended to describe the transformation of data protection governance since the 1970s. In the last three decades, the role of the state has indeed undergone significant changes.

The national data protection laws of the first generation quickly reached their limits after the rise of transnational data flows. In order to ease cross-border trade in personal information while still protecting some fair information principles, the European states started international harmonization in the 1980s with the Council of Europe Convention, and later with the EU directive in 1995. While these included binding regulation, enforcement became more and more problematic with the widespread use of computers and the rise of the internet. Private-sector self-regulation – the US model since 1974 – was therefore seen as a more appropriate way of protecting privacy online. The OECD guidelines and, more important, the “Safe Harbour” agreement tried to link the European system, still based on proscriptive legislation, with the US private-sector and voluntary approach. Self-certification schemes, user self-help, and limited regulatory oversight became the dominant approaches to online data protection in the late 1990s. This weakened role of the state has been partly reversed in the last few years. The official data protection authorities have started certifying industry mechanisms and codes of conduct, the state is exerting more influence on how the private sector designs the systems that process personal data, and even in the US, government agencies, legislators, and even big corporations have been pushing for a comprehensive data protection law for the private sector. At the same time, public-interest groups are becoming more organized internationally through the internet, and the policy processes on the international level are becoming more open to online consultations and other forms of participation. 

The case study has therefore confirmed the anticipated tendencies, namely a growth in the spatial reach of data protection arrangements and an organizational delegation of regulatory tasks to the private sector. Spatially, the advent of transnational data flows in the 1970s had already exposed the limitations of national forms of data protection. Since 1980, national laws have been shaped by multilateral agreements, such as the Council of Europe Convention and later the EU directive. As the latter also covers transactions into third countries, it created a significant momentum for the spread of data protection legislation throughout the world. Organizationally, today national laws are complemented by various types of self-regulatory procedures, and some of the oversight functions have been delegated to private agents like corporate privacy commissioners or certification and standardization bodies. Since the instances of data protection are now ubiquitous because of the personal computer and the internet, self-regulatory strategies were seen as the only way for the state to provide regulatory means for the digital age. 

Insofar, both the “Internationalists”, who saw the need for global legal arrangements to regulate the global data flows, and the “Cyber-Separatists”, who saw self-governance as the only feasible model for the internet, were right – but only for a limited time. The international law approach was more dominant in Europe, and the self-governance tradition in the US prevailed for some considerable time on that side of the Atlantic. But both internationalization and self-regulation suffer from problems of compliance and legitimacy. The shift of regulatory power to the international level and the tendency towards less state-intervention were accompanied by a decrease of transparency and participation. On the one hand, international expert diplomacy lacked the accountability and visibility of national parliaments; on the other hand, private forms of regulation are difficult to control and are not accountable to the same extent as public regulation. Both suffer from weak enforcement mechanisms, while the self-regulation approach cannot overcome the defection problem, either. 

Recently, we have therefore again seen a more prominent role of the state. Even in the US, the calls for binding legal regulation are getting more and louder. But the state is not returning to cyberspace in its old interventionist role, with national law as the only instrument, as the “Traditionalists” had been expecting. Instead, we see the state setting the privacy baselines and mandating some procedures, while leaving detailed implementation and oversight to private bodies. We also find state-based certification mechanisms and more government influence on the design of the technical systems that collect and use personal data online. The state does not intervene directly anymore, or only under special circumstances, e.g., if breaches of privacy law become public. More and more, state bodies use intermediaries to influence the data handling practices of private actors. The return of the state to cyberspace is accompanied by a transformation of its role, leading to more complex, layered, or hybrid regulatory arrangements with differentiated organizational features and spatial reach. 
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Figure 3: Models of data protection governance over time

On the regulatory side, the new model represents a nice synthesis of the cyber-separatist, the internationalist, and the traditionalist perspectives. Therefore, it does not fit into the different models of governance developed in the first part, and we have to add another row to the table – hybrid and layered global governance. We can also add a new column now to illustrate that all the different governance models were in fact relevant in data protection policy, but at different times and in different regions. The regulation of data protection has moved from the first two rows to the last row over the last three decades. Only in the recent period can we find the emergence of a new global model.

The historical reason for this was that the entry into force of the EU data protection directive coincided with the heyday of the internet economy. The “Safe Harbour” agreement of 2000 was the first attempt to reconcile the European legal and multilateral tradition with the US approach favouring the private sector and technology, and it opened a path towards the broader use of hybrid models in general. This new regulation of data protection has had an impact on regions beyond Europe and North America, but it is dominated by a small number of countries, and direct citizen participation is still very low. New forms of an internet-based, legitimate and effective regulation of global data flows have not materialized. What we find is a bit more transparency, a bit more inclusiveness, a bit more self-regulation, and still some technical self-help on the user side. On the legitimacy side, today’s governance of privacy is state-based and multilateral as far as the principles and oversight are concerned, with most of the enforcement, implementation, and compliance aspects delegated to the private sector. The citizen-consumer and his personal data are still the object of regulation. Citizens have yet to become active subjects in the politics of privacy governance, but at least they can monitor the regulation processes online nowadays. 
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